Application of Machine Learning for Heart Disease Classification Using Naive Bayes
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Abstrak. Naive Bayes classifier menggunakan pendekatan dari suatu teorema Bayes dengan penggabungan pengetahuan sebelumnya dengan yang baru. Tujuan penelitian ini adalah untuk mengembangkan machine learning dengan menggunakan teknik klasifikasi Naive Bayes dan sebagai sistem keputusan dalam menghasilkan ketepatan klasifikasi yang cepat dan akurat dalam mendiagnosis penyakit kardiovaskuler seperti penyakit jantung. Penyakit kardiovaskular merupakan penyebab kematian utama, 32% dari seluruh kematian global dimana 85% di antaranya disebabkan oleh stroke dan serangan jantung. Berdasarkan hasil analisis didapatkan bahwa akurasi ketepatan klasifikasi di data training pada data pasien diklasifikasikan tepat memiliki dan tidak memiliki penyakit jantung masing-masing sebesar 83,21% dan 83,81%. Pada data testing persentase data pasien diklasifikasi tepat memiliki dan tidak memiliki penyakit jantung masing-masing sebesar 83,78% dan 87,50%. Berdasarkan nilai AUC di data training dan data testing masing-masing sebesar 83,15% dan 85,24%. Maka dari hasil tersebut dapat disimpulkan bahwa metode Naive Bayes baik digunakan pada klafisikasi data pasien penyakit jantung.
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Abstract. The Naive Bayes classifier uses an approximation of a bayes theorem by combining previous knowledge with new ones. The purpose of this research is to develop machine learning using Naive Bayes classification techniques and as a decision system in producing fast and accurate classification accuracy in diagnosing cardiovascular diseases such as heart disease. Cardiovascular disease is the leading cause of death, 32% of all global deaths, of which 85% are caused by stroke and heart disease. Based on the results of the analysis, it was found that the accuracy of classification accuracy in the training data on patient data was classified as having and not having heart disease, respectively 83,21% and 83,1%. In data testing, the percentage of patient data classified as having and not having heart disease was 83,78% and 87,50%, respectively. Based on the AUC values in the training data and testing data, they are 83,15% and 85,24%, respectively. So, from these results, it can be concluded that the Naive Bayes method is good for classifying heart disease patient data.
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1. Introduction

According to WHO globally cardiovascular disease (CVDs) is the leading cause of death, in 2019 an estimated 17.9 million died from CDV, and this number represents 32% of all global deaths of which 85% are due to stroke and heart attack [1]. Currently, globally, developing low- and middle-income countries have the highest cardiovascular risk (CVD) and are common in adults aged 40 years and over [2]. Several factors that cause cardiovascular disease include heredity, uncontrolled high blood pressure, increased prevalence of diabetes, and obesity [3].

The rapid development of science in all fields automatically produces a very large amount of data, data mining has a role in handling large amounts of data. The basic functions of data mining include classification, clustering, and association [4]. Classification is an important data mining technique with a wide range of applications in classifying various types of data [5]. The application of classification can be predicted quickly and accurately by using several machine learning algorithms such as support vector learning (SVM) [6], [7], random forest, and CART [8], K-Nearest Neighbor, Genetic Algorithm [4], and Artificial Neural Network (ANN) [9].

The purpose of this research is to develop machine learning using Naive Bayes classification techniques and as a decision system in producing fast and accurate classification accuracy in diagnosing cardiovascular diseases such as heart disease. Naive Bayes is a data mining algorithm that is quite popular in classification [10]. A naive Bayes Classifier uses an approximation of a Bayes theorem by combining previous knowledge with new ones [11]. The advantage of this method is the use of a simple algorithm [12] and has high accuracy [11].

Several studies that apply the Naive Bayes classification method include in the field of education such as regarding the interest of students in determining majors in high school [13], in the economic field, namely the classification of data for underprivileged citizens so that the aid funds provided by the government to them are right on target [13], [14], classifying customers who are right on target in receiving credit and as a way to avoid the risk of default in the future [15], in the social sector regarding the analysis of public sentiment towards the development of e-sports education [16].

This article will present the application of classification using Naive Bayes whose implementation is assisted by the Python program, in the hope that it can continue our research. In the future, the author will apply several machine learning methods and at the same time use optimization in machine learning.

2. Methods

The data for this article was obtained from UCI Machine Learning in the form of a Heart Disease Data Set [17], with a total of 330 data records. The data is divided into 2, namely training data (80%) and testing data (20%) [18], and consists of 14 variables including 13 predictor variables, 1 response variable which is seen in table 1. The response variable describes the target in the classification with 2 categories, namely if < 50 % diameter narrowing means that they do not have heart disease (category 0) and if > 50% diameter is narrowing then it has heart disease (category 1) and flowchart of Naive Bayes Classification can be seen in Figure 1.
The method used in this classification is Naive Bayes which aims to classify patients who have the potential to have or do not have heart disease.

**Table 1. Characteristics of the Heart Disease Data Set**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Scale</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Age</td>
<td>Nominal</td>
<td>0 = male</td>
</tr>
<tr>
<td>X2</td>
<td>Sex</td>
<td>Nominal</td>
<td>1 = female</td>
</tr>
<tr>
<td>X3</td>
<td>Chest pain type (cp)</td>
<td>Nominal</td>
<td>1 = typical angina</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 = atypical angina</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 = non-anginal pain</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 = asymptomatic</td>
</tr>
<tr>
<td>X4</td>
<td>Resting blood pressure (trestbps)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X5</td>
<td>Serum cholesterol (chol)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X6</td>
<td>Fasting blood sugar &gt; 120</td>
<td>Nominal</td>
<td>0 = false</td>
</tr>
</tbody>
</table>
### Variable Description Scale Category

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Scale</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>X7</td>
<td>mg/dl (fbs)</td>
<td>1 = true</td>
<td>0 = normal</td>
</tr>
<tr>
<td></td>
<td>Resting electrocardiographic results (restecg)</td>
<td>Nominal</td>
<td>1 = having ST-T wave abnormality</td>
</tr>
<tr>
<td></td>
<td>Maximum heart rate achieved (thalach)</td>
<td>2 = showing probable</td>
<td></td>
</tr>
<tr>
<td>X8</td>
<td>Exercise induced angina (exang)</td>
<td>Nominal</td>
<td>0 = no</td>
</tr>
<tr>
<td></td>
<td>ST depression induced by exercise relative to rest (oldpeak)</td>
<td>1 = yes</td>
<td></td>
</tr>
<tr>
<td>X9</td>
<td>The slope of the peak exercise ST segment (slope)</td>
<td>Nominal</td>
<td>1 = upsloping</td>
</tr>
<tr>
<td></td>
<td>Number of major vessels (0–3) colored by fluoroscopy (ca)</td>
<td>2 = flat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thal</td>
<td>3 = normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Target/diagnosis of heart disease</td>
<td>Nominal</td>
<td>3 = reversible defect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 = fixed defect</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 = reversable defect</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 = &lt; 50% diameter narrowing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 = &gt; 50% diameter narrowing</td>
<td></td>
</tr>
</tbody>
</table>

### 3. Results and Discussion

#### 3.1 Naive Bayes

Naive Bayes is one of the algorithm methods used in classification techniques in the field of Statistics [19]. This classification can predict the probability of a class which can be calculated based on the following Bayes theorem:

\[
P(H|X) = \frac{P(X|H) P(H)}{P(X)} \tag{1}
\]

where:

- \(X\) : Unknown data
- \(H\) : Hypothesis from class data
- \(P(H|X)\) : Probability of the value hypothesis based on the condition of the value of \(X\)
- \(P(H)\) : Hypothesis probability \(H\) value
- \(P(X|H)\) : Probability of the value of \(X\) based on \(H\) value hypothesis
- \(P(X)\) : Probability of value \(X\)

#### 3.2. Multicollinearity and Normalization Test

If there is a linear relationship between each variable, it may indicate the existence of multicollinearity, and there are several ways to overcome multicollinearity, one of which is eliminating one of the variables that have a high correlation. The high correlation can be
seen from the value of the correlation coefficient which is getting closer to the value 1. The normalization process in data is very important in producing classification outcomes, the use of normalization in classification produces better output results [20].

3.3. Receiver Operating Characteristics (ROC) and Area Under Curve (AUC)

ROC is a graph that describes the performance of a binary classification system between sensitivity on the Y-axis and 1-specificity on the X-axis. Sensitivity is a measure of the classification accuracy of an expected event, while specificity is a measure of the classification accuracy of an unexpected event [21]. The overall indication of the diagnostic accuracy of the ROC curve is the Area Under Curve (AUC) value. AUC values can be divided into several groups as follows [22]:

<table>
<thead>
<tr>
<th>AUC</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;0.9</td>
<td>Outstanding classification</td>
</tr>
<tr>
<td>0.8≥AUC&gt;0.7</td>
<td>Excellent classification</td>
</tr>
<tr>
<td>0.7≥AUC&gt;0.6</td>
<td>Acceptable classification</td>
</tr>
<tr>
<td>0.6≥AUC&gt;0.5</td>
<td>Poor classification</td>
</tr>
<tr>
<td>0.50</td>
<td>No classification</td>
</tr>
</tbody>
</table>

3.4. Descriptive Statistics

Based on [23] data on patients who have heart disease can be categorized based on age and gender, so from the exploration results obtained descriptive statistical results are as follows:

Based on Figure 2, a person's vulnerable age is at risk of having heart disease, namely when they are over 40 years old. However, based on these data, the age under 40 years does not rule out the risk of heart disease even though it has a smaller percentage when compared to those over 40 years old.
Based on the results of the percentage of patients who have heart disease in Figure 3, it is found that women patients have a greater percentage of 12.72% than men patients.

Figure 4 shows that the old peak variable with slope has a negative correlation with the medium category, which is 0.8. So to overcome multicollinearity, the authors delete one of the two variables, namely by eliminating the slope variable in the next analysis.
Based on table 3, it was found that the percentage of data for patients classified as having no heart disease was 83.81% and patients classified as having heart disease was 83.21%. So it can be concluded that the Naive Bayes method is good for classification in training data.

<table>
<thead>
<tr>
<th>Class</th>
<th>Naive Bayes Result (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>83.81%</td>
</tr>
<tr>
<td>1</td>
<td>16.79%</td>
</tr>
</tbody>
</table>

Based on table 4, it was found that the percentage of patients classified as having heart disease was 87.50% and the patients were classified as having heart disease at 83.78%. So, it can be concluded that the Naive Bayes method is good for classification in testing data.

<table>
<thead>
<tr>
<th>Class</th>
<th>Naive Bayes Result (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>87.50%</td>
</tr>
<tr>
<td>1</td>
<td>12.50%</td>
</tr>
</tbody>
</table>

Figure 5. AUC of Training Data

Figure 5 shows that the AUC value is 83.15%, so it can be concluded that the diagnostic accuracy of the classification of patients having or not having heart disease in the training heart disease data can be classified well at 83.15%.
Figure 6 shows that the AUC value is 85.24%, so it can be concluded that the diagnostic accuracy of the classification of patients having or not having heart disease in the training heart diseases data can be classified as good at 85.24%.

The weakness of this research is that it has not explored the classification of heart diseases using several machine learning methods. Researchers will continue this research by comparing Naive Bayes with several machine learning methods such as Random Forest (RF), Support Vector Machine (SVM), Artificial Neural Network (ANN) and at the same time applying optimization in machine learning.

4. Conclusions

The results of the accuracy of the classification machine learning with Naive Bayes are good classification, with the results of the accuracy of the classification in the training data on patient data that is classified correctly as not having heart disease by 83.81% and the right patient being classified as having heart disease by 83.21%. In data testing, the percentage of patients classified as having heart disease was 87.50% and the patients were classified as having heart disease at 83.78%. Likewise, the AUC values in the training data and testing data are 83.15% and 85.24%, respectively.
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